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Abstract

In observations of diffuse emissions like, e.g., the Lyα heliospheric glow, contributions to the observed signal from
point sources (e.g., stars) are considered to be a contamination. There are relatively few bright point sources that
are usually properly resolved and can be subtracted or masked. We present results of an analysis of the distribution
of point sources using UV sky-survey maps from the Solar and Heliospheric Observatory (SOHO)/Solar Wind
ANisotropy (SWAN) instrument and spectrophotometry data from the International Ultraviolet Explorer satellite.
The estimated distribution suggests that the number of these sources increases with decreasing intensity. Below a
certain threshold, these sources cannot be resolved against the diffuse signal from the backscatter glow, that results
in a certain physical background from unresolved point sources. Detection, understanding, and subtraction of the
point-source background has implications for proper characterization of diffuse emissions and accurate comparison
with models. Stars are also often used as standard candles for in-flight calibration of satellite UV observations, thus
proper understanding of signal contributions from the point sources is important for the calibration process. We
present a general approach to quantify the background radiation level from unresolved point sources in UV sky-
survey maps. In the proposed method, a distribution of point sources as a function of their intensity is properly
integrated to compute the background signal level. These general considerations are applied to estimate the
unresolved-point-source background in the SOHO/SWAN observations that on average amounts to 28.9 R. We
also discuss the background radiation anisotropies and general questions related to modeling the point-source
contributions to diffuse UV-emission observations.

Unified Astronomy Thesaurus concepts: Galaxy properties (615); Ultraviolet surveys (1742); Solar ultraviolet
emission (1533); Interstellar medium (847); Heliosphere (711)

1. Introduction

Diffuse UV radiation from various regions of the sky is an
interesting problem in several space physics and astrophysical
contexts, e.g., for diagnostics of astrophysical plasmas,
molecular-hydrogen and dust-scattered emission. The diffuse
emissions were a subject of interest of several satellite
instruments, e.g., Spectroscopy of Plasma Evolution from
Astrophysical Radiation (Edelstein et al. 2006) or Galaxy
Evolution Explorer (Murthy 2014), providing partial or
complete sky surveys. Closer to the Sun, one of the interesting
problems of this kind is the Lyα (121.567 nm) heliospheric
glow, which is a diffuse emission resulting from resonant
scattering of solar UV radiation on hydrogen atoms around
the Sun. The most complete sky-survey measurements of the
characteristics of the Lyα glow were provided by the Solar
Wind ANisotropy (SWAN) instrument on board the Solar and
Heliospheric Observatory (SOHO) satellite (Bertaux et al.
1995).

If a diffuse emission is the main subject of interest,
contributions from point sources are regarded as a contamina-
tion. Some (usually bright) point sources are seen in the sky
maps as localized peaks spreading over a certain angular area
depending on the angular resolution of a mapping instrument.
For such point sources, peak-detection algorithms can be used
to identify their position, angular extent (i.e., size in the maps
corresponding to the point-spread function (PSF) of a given
instrument) and intensity. However, investigation of the
distribution of point sources typically shows that their number
increases as their intensity decreases. Below a certain threshold,
faint point sources cannot be resolved against a diffuse signal

under investigation, even though these objects do contribute to
the total signal measured. Since the contribution from such
unresolved point sources cannot be distinguished from the
diffuse emission, one can regard them as a background that the
maps under investigation need to be corrected for. Detection,
understanding, and subtraction of the point-source background
have implications for proper characterization of diffuse
emissions, in particular if we are interested in accurate
comparison of observations with models of these emissions.
Since stars are also often used as standard candles for in-flight
calibration of UV observations performed by satellites, proper
understanding of signal contributions from the point sources is
important for the calibration process.
In this paper we present a method to derive corrections for

the background emission from unresolved point sources in UV
sky-survey maps. The method is based on the distribution of
point sources as a function of their intensity, which can be
estimated from both the sky maps of interest and from a
database of observed spectra of individual astrophysical
objects. The distribution is properly integrated over the range
of spectral sensitivity of a mapping instrument. The integration
of the distribution of point sources with appropriate limits makes
it possible to estimate the background. In the implementation of
our method, we used the database of the International Ultraviolet
Explorer (IUE) spectra to estimate the background of the
SOHO/SWAN observations of the heliospheric Lyα glow. We
also discuss general questions related to point-source contribu-
tions to UV sky surveys.
The paper is organized as follows. The proposed method of

the estimation of the unresolved-point-source background is
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presented in Section 2. The integration and processing
algorithm for the IUE spectra is described in Section 3. The
proposed method is then applied in Section 4 to estimate the
background for the SOHO/SWAN instrument. The obtained
results are discussed in Section 5.

2. Method of Estimation of Unresolved-point-source
Background

Generally, the number of point sources in the range of
intensities F, F+dF and in a solid angle element dΩ centered
at angular coordinates l, b can be defined as ( ) Wn F l b dFd, , .
The unit for the number density ( )n F l b, , is photon flux unit−1

sr−1, e.g., for the SOHO/SWAN observations the photon flux
is expressed in the Rayleigh units, so the unit for ( )n F l b, , is
R−1 sr−1. The Rayleigh unit definition is 1 R=106 photons
s−1 cm−2 emitted isotropically (Hunten et al. 1956). Formally,
such a quantity should be considered as a photon flux density,
but due to a convention commonly used in the literature we will
refer to it as the photon flux. If for simplicity reasons we
assume that the point sources are distributed uniformly over the
sky, we can use the all-sky-averaged number density n(F) of
point sources as a function of the flux F only. A discrete
approximation for n(F) can be found by counting the number of
point sources in logarithmically spaced photon flux bins as
follows

( ) ( )
p

=
D

n F
N

4
, 1i

i

iF,

where Ni is the number of point sources in an ith bin centered at
Fi and D iF, is the width of the bin. We can approximate the
discrete estimation in Equation (1) with a continuous function
(obtained, e.g., by fitting a function in analytic form; an
example containing a Schechter-function fitting is presented in
Figure 8). In general, the discrete distribution in Equation (1)
can be determined in two ways. The first approach is to use a
database from a program of observations of point sources. In
this paper, we use IUE observations, presented in Section 3.
The second approach is to use sky-survey maps provided by a
mapping instrument, identify point sources in the maps using
peak-detection algorithms, and then use the obtained list of
point sources to compute the histogram from Equation (1).
Section 4.3 presents examples of using the two approaches and
shows a comparison of the results.

If the effective angular area of the field of view (FOV) of the
mapping instrument is Ω0, the number of the brightest point
sources in the FOV with F�F0 is given by

ˆ ( ) ( ) ( )ò= WN F dF n F , 2
F

F

0 0
0

cutoff

where Fcutoff represents the cutoff value, which is determined
by the photon flux of the brightest point source. The cutoff can
be included in an analytic-form function approximating n(F),
then the upper limit for integration in Equation (2) is infinity.
Using Equation (2) we can find a value F1 for which
ˆ ( ) =N F 11 , this corresponds to exceeding a resolution limit,
i.e., for F0<F1 we have more than one bright point source
inside the effective angular area of the FOV of our instrument.
The mean flux density of faint point sources with F<F0 can

be calculated as

ˆ ( ) ( ) ( )ò= WF F dF n F F. 3
F

0 0
0

0

Therefore, having beforehand determined the value F1

corresponding to the resolution limit as described above, we
can find ˆ ( )F F1 which provides an estimation of the average flux
from faint unresolved point sources.
In the discussion presented above we refer to the effective

angular area W0 of the mapping instrument, which requires
further explanation. In analogy to classical optical microscopy,
where the Rayleigh criterion is used to estimate the resolution
limit, we assume that two point sources are properly resolved if
they can be distinguished as individual objects in a light curve
traversing their positions. If two point sources with the same
photon flux are closely located, the light curve has two maxima
corresponding to the positions of the point sources and a local
minimum between them. The Rayleigh criterion implies that
the point sources are properly resolved if the contrast between
the local minimum and the neighboring local maxima is at least
26%. We adopt this threshold value for our definition of the
effective angular area, which in the case of circular FOV will
be equal to the spherical cap area ( )p rW = -2 1 cos0 res ,
where the angular radius rres corresponds to the marginal case
of the maxima-minimum contrast of 26%. The value of rres will
depend on the shape of the PSF of the mapping instrument,
which describes the detector response for a point source
shifted by an angle off the collimator axis. An example of
the estimation of ρres for the SOHO/SWAN instrument is
presented in Section 4.2.

3. IUE Spectra Integration and Processing

The IUE satellite executed a program of selective spectro-
photometric observations of UV point sources in the range of
wavelengths between 115 and 320 nm. The measurements were
obtained from 1978 to 1996. In this paper we analyze data from
the Mikulski Archive for Space Telescopes IUE archive
(MAST 2020) that contains absolutely calibrated fluxes, data
quality flags, and measurement uncertainties as a function of
the wavelength. Some data files are provided in high resolution
(MXHI) and the other in low resolution (MXLO).
The analyzed MXHI and MXLO spectra are provided in the

IUE database as arrays, where absolutely calibrated fluxes Ej

(given in erg cm−2 s−1 Å−1 units), data quality flags qi, and
measurement uncertainties σj are given as a function of
discrete-grid wavelength values λj for the range of wavelengths
115–198 nm, where = ¼ lj N1, , and Nλ is the size of the
wavelength array. For the MXLO spectra the wavelength grid
with =N 640MXLO points is regular (in the sense of equal
sampling step), whereas MXHI spectra are provided on a set of
regular grids, where each set contains =N 768MXHI points, but
the step for wavelength sampling in each set may be generally
different. The MXHI spectra show also strong signatures of
contaminations by uncorrelated noise.
Our postprocessing of the IUE spectra involves smoothing

them by the second-order spline approximation and then
resampling by linear interpolation on a regular grid with the
wavelength increment of 0.01 nm. These steps are expected to
tackle the problem of noise and to make the wavelength grid
regular for the MXHI files. We also apply another quality-
checking postprocessing step, where we verify coordinates
and target name in the MXLO and MXHI files against the
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SIMBAD astronomical database. If the R.A. or decl. differ by
more than 0.05 deg from the database values, we skip a given
spectrum file.

For a UV mapping instrument, a spectral sensitivity η(λ)
curve is normally known from ground calibration measure-
ments. An interpolation procedure can be used to obtain the
spectral sensitivity values ηj corresponding to the wavelength
values λj. Then the expected flux for an ith point source can be
computed as

( )å h= Dl
=

l

F A E . 4i
j

N

j j i
1

,

The factor A normally represents the effective area of a
detector. However, we can set A=1 and try to find a cross-
calibration factor between the IUE observations and photon
flux measured by a given instrument, as discussed below for
the SOHO/SWAN observations. Equation (4) is applied to all
MXLO and MXHI files in the IUE database, which makes it
possible to obtain the photon fluxes.

For a number of point sources, multiple IUE spectra
measurements are available (both MXLO and MXHI files)
and the point sources may in general emit time-variable flux.
To tackle this problem, from multiple spectra we select the
average flux for consistency with the SOHO/SWAN point-
source identification procedure described in Section 4. If for a
given target both MXLO and MXHI spectra are available, the
fluxes from these two types of spectra are averaged.

4. Analysis of the SOHO/SWAN Observations

The SWAN instrument on board the SOHO satellite is an all-
sky mapper devoted to observations of the Lyα backscatter
heliospheric glow (Bertaux et al. 1995). The glow is generated
as a result of scattering of the solar Lyα photons on the local
interstellar hydrogen atoms. As interstellar hydrogen atoms
penetrate the heliosphere, a cavity in their density distribution
forms around the Sun due to charge exchange with the solar-
wind protons and photoionization processes. Due to variations
in the hydrogen density, ionization rate, radiation pressure, as

well as variations in the solar Lyα emissions, the Lyα glow is
modulated in the sky and varies in time.
The SOHO/SWAN maps are provided as daily scans of the

sky with 1 deg angular resolution in the ecliptic coordinates.
The modulation of the observed photon flux density is provided
in the Rayleigh units. Although the instrument is devoted to the
studies of the Lyα glow, its spectral sensitivity range extends
from 115 to 185 nm. For this reason the instrument is quite
sensitive to non-Lyα emissions from stars. Figure 1 shows an
example of the SOHO/SWAN map obtained on 1997 February
18, based on a FITS file from the SOHO/SWAN database
(SOHO/SWAN 2020).
To make both point sources and the heliospheric glow more

visible, the map shows the logarithm of the photon flux density.
In the map, we show the local-interstellar-medium upwind and
downwind directions, the galactic band, an example point
source, and white masked regions. The upwind direction
determined by Bzowski et al. (2015) is used here, where the
ecliptic longitude is 255.8 deg, and the ecliptic latitude 5.16
deg. The white regions were masked by the instrument team,
because valid data is not available close to the solar and
antisolar direction. In these masked regions, measurements
during a given day were not possible due to solar stray light or
satellite reflections of the solar light.
For the heliospheric glow studies, the photon flux from stars

and the Galaxy is considered as a contamination that impedes a
direct comparison of the glow with models. In this section the
general method presented in Section 2 is applied to determine
the unresolved-point-source background in the SOHO/
SWAN maps.

4.1. Extracting the Point-source Map from SOHO/SWAN
Observations

As presented in Figure 1, maps provided by the SOHO/
SWAN instrument contain masked regions and the modulated
heliospheric glow, which makes an immediate analysis of the
contribution from point sources difficult. Therefore, for further
analysis it is advantageous to generate time-averaged SOHO/
SWAN maps with the heliospheric-glow background sub-
tracted. Subtracting the background is not a trivial task because

Figure 1. Example of the SOHO/SWAN map obtained on 1997 February 18. The map is shown in the ecliptic coordinates using the Mollweide projection. Dipole-
like pattern of the heliospheric glow has its maximum in the proximity of the upwind direction (black circle marked as UP) and the minimum near the downwind
direction (magenta circle marked as DN). On the slowly varying heliospheric-glow background, point sources can be identified as local peaks of the photon flux. An
example point source HD116658 is indicated by the arrow and surrounded by the 3 deg circle. A galactic band is shown between two black lines located ±10 deg from
the galactic equator. White regions in the map show the location of the solar and antisolar masks.
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the glow features a slowly varying modulation pattern in
the sky. The following procedure was applied to get glow-
detrended maps.

For a given daily map we identify pixels with a highly
variable neighborhood (the standard deviation of the signal
σ>30 R in the 3 deg circle around a given pixel) and mask
them out as regions, where resolved point sources are supposed
to give substantial contribution. This criterion is checked for a
limited number (approximately 15,000) of pixels uniformly
distributed over the map to reduce the computational cost of
fitting an approximator described further. The result of masking
is shown in Figure 2, where approximately 8600 pixels with
low-σ neighborhood are shown in color. By comparison of
Figures 1 and 2 we can identify the additional signal-
variability-related mask in addition to the solar and antisolar
masks. A significant part of the sky adjacent to the galactic
equator has been masked out as a result of using the criterion
described above, because this region contains many point
sources. The remaining points with low-σ neighborhood are
then used to fit a function that slowly varies over the sky—this
is assumed to be a phenomenological heliospheric glow
approximator. For this purpose the support vector regression
approximating function svm.SVR(kernel= “rbf,” C= 50000.0,
gamma= 1.5) was adopted from a machine-learning software
package scikit-learn (Pedregosa et al. 2011). The parameters C
and gamma determine the flexibility and the characteristic scale
of variability of the approximator in the sky. The parameter
values given above were found as providing good separation of
small- and medium-scale features from large-scale features in
the SOHO/SWAN maps. As the small-scale features we refer
to the resolved point sources, medium-scale—the band of
increased photon flux in the proximity of the galactic equator,
and the large-scale feature is the heliospheric glow.

The approximation essentially consists in fitting an ensemble
of local radial-basis-function approximators that is concep-
tually similar to commonly used spline-function detrending.
More details can be found in the scikit-learn package
documentation of the approximating function (SCIKIT-
LEARN 2020). Using this procedure we essentially find a
baseline or a lower envelope of the signal that is expected to
represent the heliospheric glow. Everything above the baseline
is interpreted as a contamination. Obviously, the baseline
should be understood as a surface because we operate on two-
dimensional maps.

The heliospheric glow approximators are then subtracted
from the daily maps. There are regions in the maps masked by
the instrument team, but since the satellite orbits around the
First Lagrangian Point (L1), it moves around the Sun with the
Earth and the masked regions move in the sky. Therefore, to
obtain a full-sky map we computed an average map over the
year 1997, where the masked pixels were excluded from the
averaging. The postprocessing procedure presented above
results in a map shown in Figure 3(a).
A significantly larger number of point sources is seen as

localized small-scale spots in Figure 3(a) as compared with
Figure 1. The map from Figure 3(a) transformed to the galactic
coordinates is shown in Figure 3(c). The point sources are seen
as localized peaks, most of them located in the proximity of the
galactic plane and seen as the bright band. The faint narrow
stripe around the ecliptic equator appears as a trail of slightly
brighter spots on the edge of the masked regions, as the masks
are moving in the sky during the year.
Another feature that can be identified in the maps of

Figures 3(a) and (c) is a statistical scatter of the heliospheric
glow seen as the light blue all-sky background. The statistical
scatter appears as a result of the processing of the maps, where
first the smooth slowly varying component is subtracted, then
the resulting sequence of maps is averaged over one year. The
relative accuracy of the SOHO/SWAN instrument for the
interplanetary signal is ∼1% as described in Table 1 by Bertaux
et al. (1995). Since typical intensity of the heliospheric glow
measured by the SOHO/SWAN instrument is 400–1000 R, the
expected statistical scatter level is several R, which is indeed
observed in Figure 3(a). The statistical scatter is investigated in
more detail further in the paper.
Figures 3(b) and (d) contain maps based on the IUE

observations, that can be considered as an IUE-based model of
the point sources seen by the SOHO/SWAN instrument. A
detailed description of a procedure used for generation of the
model maps is included below.

4.2. Estimation of the PSF and the Effective Resolution

By subtracting the heliospheric glow approximator from raw
SOHO/SWAN maps we can better extract point sources.
Averaging over one year gives us more stable and robust
estimations for extra-heliospheric point sources as the effects of
transient events (e.g., the passage of comets) and statistical

Figure 2. Example of the SOHO/SWAN map, where an additional signal-variability-masking procedure has been applied for approximately 15,000 randomly
distributed pixels from Figure 1. The map shows approximately 8600 points with low-σ neighborhood, that are then used to fit a heliospheric-glow approximator.
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scatter on the maps is minimized. Since stars can be considered
as point sources, analysis of images of stars in the
postprocessed SOHO/SWAN maps allows us to determine
the instrument PSF, as illustrated in Figure 4. Due to the
presence of the statistical scatter in the yearly averaged map
presented in Figures 3(a) and (c) only the core of the PSF can
be reliably determined, because the statistical scatter elevates
the wings of the signal around stars, as illustrated in
Figure 4(a). This effect can be mitigated to some extent by
using yearly minimum observations, as shown in Figure 4(b).
Therefore, the estimated PSF function was chosen as a
reasonable trade-off that fits the core of the point-source
observations in yearly averaged map and the wings seen in
yearly minimum measurements.

Naturally, the SOHO/SWAN detector boresight is subject to
pointing uncertainties that lead to day-to-day variations of the
signal from point sources as mapped onto individual pixels of
the SOHO/SWAN maps. This is the reason why the averaging
procedure described above gives slightly larger point-source
spread in the yearly averaged case in Figure 4(a) as compared
with the yearly minimum case (b) for the core of the PSF.
Based on our experience with the analysis of daily SOHO/
SWAN maps, the pointing-uncertainty effects become more
pronounced at times in certain parts of the sky, which leads to a
slight systematic increase of the angular extent of point sources
in yearly averaged maps. In our analysis presented below we
bear these effects in mind when presenting the discussion
of various results related to signal contributions from point

Figure 3. Point sources in full-sky SOHO/SWAN maps as (a), (c) observed and (b), (d) modeled using the IUE star observations. All panels show the logarithm of the
flux in Rayleigh units. The Mollweide projection and two frames are used for the visualization: (a), (b) the ecliptic and (c), (d) galactic coordinates. In panels (a), (c),
the point-source features were boosted by appropriate postprocessing of the SOHO/SWAN maps, consisting in subtracting the heliospheric glow and averaging the
maps over the year 1997. In panels (b), (d), spectra for 5615 observed point sources from the IUE catalog were integrated over a range of the spectral sensitivity of the
SOHO/SWAN instrument, which makes it possible to generate the expected map of the signal from stars using an estimated PSF for the SOHO/SWAN instrument.
The black line in panels (c), (d) shows a great circle crossing the galactic equator at ∼20 deg with its ascending node at ∼285 deg, indicating the position of the
Gould Belt.

Figure 4. Estimation of the PSF based on observations of two stars that are expected to be well separated from other point sources. Latitudinal dependence of the
signal is shown (blue and orange), where the light curves are normalized to their respective maxima. The estimated PSF (black line) was chosen to fit reasonably the
core of the point-source observations in (a) yearly averaged map and wings seen in (b) yearly minimum measurements.
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sources. In particular, comparisons of modeled distribution of
point sources and SOHO/SWAN observations presented
below suggest that the pointing-uncertainty effects do not
influence conclusions presented in our paper.

The estimated PSF in the proximity of its maximum varies
like ( ) ∣ ∣r r» -PSF 1.0 1.6 , which leads to the resolution
limit ρres≈2 deg if the definition specified in Section 2 is
used. The maps obtained from the SOHO/SWAN measure-
ments are binned with 1 deg angular resolution. Therefore, we
can assume that to resolve two point sources we need them to
be separated by at least 2 deg in the latitudinal or longitudinal
direction (i.e., we need at least one pixel between two
neighboring pixels to confirm the presence of a local minimum
between two local maxima). The required separation increases,
if resolving along pixel diagonal is taken into account. For
further considerations we adopt the latter (diagonal) value as
the angular separation defining the resolution threshold
ρres≈2.83 deg, which corresponds to the worst-case resolving
scenario. Assuming the circular shape of the FOV we get the
effective angular area ( )p rW = - » ´ -2 1 cos 7.66 100 res

3

sr for the analysis of the resolution-related issues.

4.3. IUE-SOHO/SWAN Cross-calibration Factor and
Modeling Distribution of Point Sources in SOHO/SWAN

Observations

Using the spectral sensitivity curve for the SOHO/SWAN
instrument (Figure 13.4 in Quemerais & Bertaux 2002) as an
estimation of ηj and absolutely calibrated fluxes Ej from the
IUE spectra described in the previous section, from
Equation (4) we computed the expected photon fluxes Fi for
the IUE stars. Since the SOHO/SWAN spectral sensitivity
curve is provided simply as the counting rate during a ground
calibration experiment and the radiation source characteristics
are not known in detail, the flux Fi we obtain can be regarded
as given in arbitrary units and we need a calibration factor to
transform the SOHO/SWAN-adjusted fluxes Fi of the IUE
stars from the arbitrary units to the Rayleigh units that are used
in the SOHO/SWAN maps.

Due to the rather low resolution of the SOHO/SWAN
observations, it is a quite common situation that for an
observed star, the measured photon flux will be increased due
to stray light from other nearby stars within the effective FOV.
To mitigate this problem in our cross-calibration procedure, we
computed the expected map of point sources in the ecliptic
coordinates shown in Figure 3(b) and in the galactic
coordinates as presented in 3(d). The maps were computed
using 5615 stars from the IUE observation catalog and the PSF
function estimated in the previous section, to obtain possibly
realistic photon flux and size of the point sources in the map.

One should note that the maps in Figures 3(b) and (d) are
already presented in Rayleigh units, as obtained using an IUE-
SOHO/SWAN cross-calibration factor described below. For
the cross-calibration purposes we use 91 stars listed in Table
7.4 by Snow et al. (2013). Results of the calibration are shown
in Figure 5. The cross-calibration factor was found equal to
~857.59 as the best fit from linear regression in the logarithmic
scale. The factor should be understood as a coefficient relating
the IUE flux in arbitrary units, obtained from integration of the
convolution of the IUE spectra and the SOHO/SWAN spectral
sensitivity using Equation (4), with the SOHO/SWAN flux in
the Rayleigh units.

The maps shown in Figures 3(b) and (d) can be considered
as a model of the intensity of known point sources seen by the
SOHO/SWAN instrument based on the IUE spectra measure-
ments. The total observed intensity of the sky is shown in
Figures 3(a) and (c), correspondingly. One can see a general
similarity between the corresponding maps shown in Figure 3,
suggesting that the contribution from point sources is reason-
ably modeled. One of the differences is the presence of diffuse
contribution in the proximity of the galactic plane in
Figures 3(a) and (c), seen as the light green color between
stars in the galactic band, which is not so pronounced in
Figures 3(b) and (d). A possible source of the diffuse
contribution can be a real diffuse signal from the galactic
plane and/or signal from point sources that were not included
in the IUE observation program, since the program was not a
regular survey of the sky. Another difference is the presence of
the all-sky background from the statistical scatter of the
heliospheric glow in Figures 3(a) and (c) (light blue color),
which is not seen in Figures 3(b) and (d) as it is not included in
the model used to produce the map. Figure 6 shows histograms
of the maps from Figure 3, where the influence of the statistical
scatter of the heliospheric glow is presented. The statistical-
scatter effect was included here by adding to the map in
Figure 3(b) a synthetic component corresponding to the
expected Poisson-distributed noise for the counting rate for
the heliospheric glow set to a constant flux of 400 R. The
difference between the blue and green lines in Figure 6
illustrates the effects of the statistical scatter, making the IUE-
stars-with-statistical-scatter histogram (blue line) similar to the
SOHO/SWAN histogram (red line). Here we used a constant
flux of 400 R for the heliospheric glow, which is a strongly
simplifying assumption that leads to a narrower peak in the
blue line as compared to the red line, where full variability of
the heliospheric glow signal is naturally included. However,
since detailed modeling of the heliospheric glow is beyond the
scope of the present paper, we present only the simplified
model illustrating the effects of the statistical scatter
qualitatively.
Figures 3(c) and (d) suggest that the maximum of the

distribution of the signal from point sources is located near the
galactic equator. To investigate this pattern in more detail, in
Figure 7(a) we present the distribution of the signal averaged
over the galactic longitude. The plot shows that the raw IUE-
based model predicts rather systematically smaller values of the
signal as compared to the SOHO/SWAN observations, which
is related to the selective character of the IUE observations.
Although the maximum of the longitudinal average of the
signal is located close to the equator, some asymmetries can be
identified by looking at the difference between the SOHO/
SWAN observations and the IUE-model as presented in
Figure 7(b). The difference can be approximated by a constant
background of ∼4.2 R and a Gaussian-distributed signal
component in the proximity of the galactic equator. The
constant background corresponds to the statistical scatter for
the heliospheric glow, corresponding to the peak for the red
line in Figure 6. The Gaussian-distributed component of the
angular width ∼9.21 deg and the amplitude ∼191.1 R is
centered at ∼−6.11 deg. Figure 7(c) shows a comparison of the
SOHO/SWAN observations and the IUE-based model with the
components shown in Figure 7(b) with the black dashed line
included. One can see a good correspondence between the
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SOHO/SWAN observations of point sources and the corrected
IUE-based model.

4.4. All-sky-averaged Number Density of Point Sources and
Average Flux from Unresolved Point Sources

Using the SOHO/SWAN-adjusted photon fluxes of the IUE
stars we computed the histogram presented in Figure 8
representing the number density of point sources as discussed
for Equation (1). The distribution was computed in two ways.
In the first approach, we used 5615 stars from the IUE
observations catalog, which allowed us to obtain almost eight
orders of magnitude of variability of the photon flux (see the
red circles). In the second approach, we used the map shown in
Figure 3(a) to identify point sources using peak-finding
algorithms, which gives more than four orders of magnitude
for the photon flux (see blue squares in Figure 8). We found a

good agreement between the results provided by the two
approaches.
One should note that the histogram presented in Figure 8

conceptually corresponds to a luminosity function used
as a statistical tool in studies of the evolution of galaxies
(see, e.g., Johnston 2011). A commonly used analytic-form
approximation for the luminosity function is the Schechter
function

( ) ( )
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟f

y
= -

a

F
F

F

F

F

F
exp , 5*

* * *

where F* determines a break in the luminosity function, i.e.,
the photon flux at which the power-law dependence alters into
the exponential cutoff. An attempt to fit this approximation to
the IUE-based data in Figure 8 (red circles) gives the following
parameter values y » 167.35* , »F 18775.5* , and α≈−1.07.

Figure 5. Estimation of the IUE-SOHO/SWAN cross-calibration factor. Red circles represent values of the flux for each star derived from two approaches: integration
of the IUE spectra followed by using the PSF (horizontal axis) and direct observation by the SOHO/SWAN instrument (vertical axis). The black line shows the best fit
from linear regression.

Figure 6. Histogram of the maps presented in Figures 3(a) (red line) and (b) (green line). Blue line shows the histogram for Figure 3(b) with Poisson-distributed
statistical scatter of a synthetic glow signal added.
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One can see some discrepancies on the left, for the smallest
values of the photon flux, that we interpret as related to the
selection effects in the IUE observations. Although the
Schechter-function fit looks reasonable as an approximation
of the IUE distribution, generally some systematic deviations

are seen. Namely, for 0.2<F<500 R the red circles are
slightly above the Schechter approximation and for
2000<F<40,000 R they are slightly below. One must
remember that the presented logarithmic-scale plot extends
over 10 orders of magnitude in the vertical axis, thus even a

Figure 7. Galactic-longitude-averaged distribution of the signal from point sources. Panel (a) shows a comparison of the SOHO/SWAN observations with the raw
IUE-based model. In panel (b) the difference between the curves shown in panel (a) is fitted with the superposition of a constant background and a Gaussian function.
The corrected model shown in panel (c) shows much better agreement with the SOHO/SWAN observations as compared to the raw model presented in panel (a).
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small discrepancy between the fitted function and the IUE data
may give significant effects, especially for integrals, as
discussed below.

By fitting the observed distribution in Figure 8 with the
Schechter function we can make some analytical estimations of
the contributions from the unresolved sources to the SOHO/
SWAN maps. According to Equation (2) we get

ˆ ( ) ( )
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where Γ(a, x) is the upper incomplete gamma function

( ) ( )òG =
¥

- -a x t e dt, . 7
x

a t1

Equation (6) provides a Schechter-function-based estimation of
the number of bright point sources with F�F0 in the FOV of
angular area Ω0. Similarly, using Equation (3) we can compute
the average photon flux from faint point sources with F�F0
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Figure 8. All-sky-averaged number density of point sources estimated from IUE observations (red circles) and SOHO/SWAN maps (blue squares). The black dashed
line shows the best fit of the IUE data with the Schechter luminosity function.

Figure 9. Number of bright point sources in the FOV of the SOHO/SWAN instrument obtained by integration of the Schechter function (green) and direct numerical
integration of the IUE data (red). Dots show estimated values of the photon flux F1 corresponding to the resolution limit.
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Figure 9 shows a comparison of the Schechter-function-
based estimation of ˆ ( )N F0 with results of direct numerical
integration of the IUE data, using the FOV area Ω0 estimated in
Section 4.2. This plot allows us to find the value of F1

corresponding to the resolution limit, where ˆ ( ) =N F 11 (for
F0<F1 we have more than one bright point source in the FOV
of the SOHO/SWAN instrument). We can see that previously
discussed discrepancies between the IUE data (red line) and the
Schechter-function fit (green line) are strengthened by the
integration process and lead to significant deviations of the
estimated value F1, which for the Schechter-function integral is
F1≈7.8 R (green dot) and for the direct numerical integration
of the IUE data we get F1≈76.5 R (red dot).

In Figure 10 we show a plot of the average flux ˆ ( )F F0 from
faint point sources for the Schechter-function approximation
(green line) and direct numerical integration (red line). The
value F1 estimated in the previous paragraph allows us to read
the corresponding photon fluxes ˆ ( ) »F F 1.51 R for the
Schechter function (green dot) and ˆ ( ) »F F 28.91 R for the
direct integration (red dot). The discrepancy between these two
numbers shows the error introduced by using the Schechter
function as compared to the direct numerical integration. We
assess the direct numerical integration as a more reliable
estimation because it takes into account a more accurate
distribution of the point sources.

4.5. Unresolved-point-source Anisotropy

The estimation provided in the previous subsection char-
acterizes the background signal from unresolved point sources
averaged over the entire sky. However, it is also interesting to
investigate the anisotropy of the distribution of the point
sources in the sky. To account for the anisotropy we introduce
the parameter

( )p
=

W
A

N

N

4
, 90

0

where N=5615 is the total number of point sources in the sky
(a subset of the IUE observations used in our study) and N0 is the

number of point sources within the angular area Ω0 (we use the
same value as above corresponding to the resolution limit
ρres≈2.83 deg). The parameter was constructed in such a way
that for the local density of point sources N0/Ω0 equal to the
average density N/(4π) the parameter A is equal to 1, and
regions where the local density is larger than the average density
are characterized by A>1. In computations of the parameter A,
both resolved and unresolved point sources are taken into
account. Therefore, we compute the distribution of the
anisotropy in the sky using all point sources, but the result of
the computations is then interpreted as providing a reasonable
approximation of the distribution of the unresolved objects. The
distribution of ( )Alog10 is shown in Figure 11 in the ecliptic and
galactic maps. Generally, regions of increased density of point
sources are localized near the galactic-equatorial plane. The
upper limit on the density of point sources was found to be
Amax≈55, which indicates a strong local anisotropy as
compared with the average density of point sources.
In Figures 3(c) and (d) we show the position in the sky of the

Gould Belt (black line), which is an apparent ring-like structure
of alignment of the bright-stars sequence that crosses the galactic
equator at an angle ∼20 deg (Gould 1879; Guillout et al. 1998).
Interestingly enough, it is difficult to discern the Gould Belt in
the map shown in Figure 11(b), while such structure is clearly
seen in Figures 3(c) and (d). The structure apparently extends
over the range of longitudes from ∼70 to ∼360 deg, which
suggests that the sequence of belonging stars covers a significant
part of a great circle. The main difference between the maps
shown in Figures 3(c), (d) and 11(b) is that in the former both
the density of point sources and their brightness are taken into
account, while the latter is based only on the density of point
sources. This suggests some differences between the distribution
of point sources and their brightness in the UV range of
wavelengths 115–185 nm that can be interesting in the context of
a debate on the nature of the Gould Belt structure.
The anisotropy of the distribution of point sources discussed

in this section implies a question about the anisotropy of the

Figure 10. Average flux from faint point sources in the FOV of the SOHO/SWAN instrument obtained by integration of the Schechter function (green) and direct
numerical integration of the IUE data (red). Dots show estimated values of the photon flux from faint unresolved point sources.
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unresolved-point-source background. Since the results pre-
sented in this paper suggest a galactic-like pattern of
arrangement for the background, we computed separately the
average signal for the equator band (i.e., for the galactic
latitudes between ±20 deg) that amounts to 49.7 R, the south
(<−20 deg)− 16.1 R, and the north (>20 deg)− 16 R. In
these computations an average anisotropy in all the regions of
interest was found and the all-sky-averaged value of 28.9 R
was scaled using the average anisotropy value to obtain the
average signal level for each region.

The sector-averaged anisotropy discussed in the previous
paragraph gives very similar average values for the north and
south parts of the sky. However, the distribution of the
anisotropy in the sky is not very symmetric with respect to the
galactic equator if a more detailed picture is considered.
Figure 12 shows the distribution of the anisotropy averaged
over the galactic longitude. The central peak is shifted slightly
south by 0.5 deg but it is quite symmetric otherwise. The peak is
relatively narrow as compared to the peak in the distribution of
the photon flux shown in Figures 7(a) and (c). Further from the
galactic equator, in the range of latitudes from −40 to 0 deg, the
anisotropy remains significantly larger than in the corresponding

sector in the north (0–40 deg), where it quickly drops below one.
By contrast, closer to the poles, the contribution from the north is
significantly larger than from the south.

5. Discussion and Conclusions

We presented a general method to quantify a background
radiation level from unresolved point sources in UV sky-survey
maps. This universal framework can be applied to UV
observations from any instrument, provided that the spectral
sensitivity and angular resolution of the instrument are known. In
the proposed method, a distribution of the number density of
point sources is estimated from the IUE observations, but in
general one can use any database providing sufficient coverage of
the region of interest in the sky. Then by proper integration of the
distribution, a photon flux value is determined corresponding to
the limit of the angular resolution of a given instrument. Based on
this angular-resolution-limit photon flux value, it is further
possible to obtain an estimation of the average flux from faint
point sources unresolved by the instrument. This general method
was applied to SOHO/SWAN observations, where the estimated
all-sky-averaged photon flux from unresolved point sources

Figure 11. Distribution of the anisotropy parameter ( )Alog10 in the sky in (a) ecliptic and (b) galactic coordinates. The color scale was chosen in such a way that white
color corresponds to the local density of point sources equal to the all-sky-averaged density, reddish colors correspond to the local density larger than the average, and
the bluish colors indicate regions with the local density smaller than the average. The black line in panel (b) shows the expected location of the Gould Belt, similarly to
Figures 3(c) and (d).

Figure 12. Distribution of the galactic-longitude-averaged anisotropy. Vertical dashed bar in the center shows the location of the maximum of the distribution, which
is shifted south by 0.5 deg.
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amounts to á ñ »F 28.9UNRES R. The value results from the direct
numerical integration of the distribution of point sources, which
we asses as more accurate in comparison with the Schechter-
function-based approach. Detailed discussion of the two
approaches was presented in Section 4.4. The estimated all-sky-
averaged photon flux from unresolved point sources corresponds
to approximately 3%–8% of the heliospheric glow intensity as
seen by the SOHO/SWAN instrument, depending on the solar
cycle phase and direction in the sky.

Apart from the general all-sky-averaged estimation we also
considered the question of anisotropy of the point-source
distribution. The anisotropy shows strong variations in the sky,
with extended regions of increased number density of point
sources localized in the proximity of the galactic equator.
When the anisotropy is taken into account and the sky is
divided into three regions, the average unresolved-point-
sources signal from the galactic-equator band is 49.7 R, from
the southern sector—16.1 R, and from the northern region—16
R. Therefore, we found increased emission from regions
adjacent to the galactic equator, but no significant south–north
asymmetry was identified. If we consider a more detailed
picture, strong local anisotropies are observed in the sky, which
is an interesting topic for further studies extending the coarse
estimations that we discussed in this paper.

Based on the sky maps of point sources shown in Figure 3, we
can compute the average intensity of the signal for the SOHO/
SWAN map (panel (a)) that gives á ñ »F 147.7SWAN R and for
the IUE-based model map (panel (b)) that amounts to
á ñ »F 113.2IUE R. The map in Figure 3(a) contains additionally
the heliospheric-glow scatter of ∼4.2 R (estimated as a constant
background in Figure 7(b)) that needs to be subtracted to get
the corrected value á ñ ~F 143.5SWAN R. The difference
á ñ - á ñ »F F 30.2SWAN IUE R represents the expected signal
from point sources that are missing in the IUE database but they
contribute to the sky survey provided by the SOHO/SWAN
maps. The average unaccounted intensity is very close to our
estimation of the unresolved-point-source background. How-
ever, one must remember that in the computations of the average
fluxes á ñF SWAN and á ñF IUE, the PSF estimated in Section 4.2 is
strongly involved, as the computations are based on the modeled
map in Figure 3(b). By contrast, the averaged unresolved-point-
source flux á ñF UNRES computations are based on simple
multiplication by Ω0. Therefore, only a rough comparison
between á ñF UNRES and á ñ - á ñF FSWAN IUE can be done.

Since the unresolved-point-source contribution depends on
the spectral sensitivity of a given instrument, the estimations
presented in this paper should be considered as specific for the
SOHO/SWAN instrument. For other instruments the estima-
tions can be different, but we assess the background is likely to
amount to tens of Rayleighs, which is interesting, e.g., in the
context of recent studies by Katushkina et al. (2017), where an
additional emission of ∼25 R was identified as not accounted
for by models of the Lyα glow but obviously present in
observations performed for an upwind field of view from the
Voyager 1/UVS instrument. Our conjecture is that the
unresolved-point-source background may possibly contribute
to the unaccounted emission seen by the UVS instrument.

We believe that the results presented in this paper contribute
to a better understanding of different components of the photon
flux seen by the SOHO/SWAN instrument. The maximum of
the helioglow intensity is located close to the local-interstellar-
medium upwind direction and the minimum—near the

downwind direction. Both the upwind and downwind directions
are placed in the proximity of the galactic equator, where the
background signal from extra-heliospheric sources gives
increased contribution. Therefore one can expect significant
contaminations for the extrema of the helioglow intensity, which
is important for comparison of the Lyα glow observations with
models. Additionally, the upwind direction is useful for the
analysis of “pristine” helioglow, where the solar photons are
scattered on hydrogen atoms that have been least of all affected
by the Sun. In this context, understanding of all components of
the observed signal in the galactic-equatorial sector seems to be
important. Our analysis suggests that systematic corrections for
signal contributions from faint unresolved point sources are
necessary for accurate interpretation of the Lyα glow. This study
was performed in preparation for the GLOWS instrument on
board the planned IMAP mission (McComas et al. 2018) using
the currently available set of data for the Lyα glow.
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